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Abstract { Two noncoherent equalization al-
gorithms are derived, which are based on se-
quence estimation. Better performance can be
obtained than for noncoherent symbol{by{sym-
bol equalizers known in literature. In the �rst
scheme, the current received signal sample is
multiplied by the previous complex{conjugated
one like in a conventional di�erential detector
prior to sequence estimation. Although this re-
sults in nonlinear intersymbol interference, the
Viterbi algorithm (VA) can be employed for re-
construction of the data. The second algorithm
is derived by modifying the optimum noncoher-
ent sequence estimator, which is too complex
for an implementation. The resulting scheme,
which again applies the VA, can be interpreted
as a generalization of multiple{symbol di�eren-
tial detection for the AWGN channel.

1. INTRODUCTION

For transmission over additive white Gaussian noise
(AWGN) or at fading channels, di�erential detection
(DD) of the received signal is often applied instead of
coherent detection (CD). The major advantage of DD
compared to CD is a reduced implementation complex-
ity of the receiver because no synchronization of the
carrier phase is required and also a certain o�set in
carrier frequency can be tolerated. In addition to that,
DD has an improved resistance to fading. However,
a loss in power e�ciency results. E.g., DD of di�eren-
tially encoded quaternary phase{shift keying (QDPSK)
performs about 2 dB worse than CD at bit error rates
(BERs) of practical interest. Several concepts have
been proposed in literature in order to improve per-
formance of DD, retaining its advantages. Perhaps the
most important one is multiple{symbol (MS) DD, pro-
posed by Divsalar and Simon [1]. In MSDD, maximum{
likelihood sequence estimation (MLSE) of the transmit-
ted phases is performed in multiple{symbol observation
intervals. Varying the number of observations K, the
gap between conventional DD, which can be seen as a
special case of MSDDwithK = 2, and CD can be �lled.
A substantial gain is possible, using only a few addi-
tional observations. E.g., power e�ciency is improved
by about 1.3 dB at BER = 10�4 for K = 5. In the limit
K ! 1, the performance of CD is attained. Because
the complexity of MSDD is considerably higher than

that of DD, simpli�ed approximate realizations are of
interest. Several schemes have been proposed which
reduce complexity by decision feedback, e.g. [2, 3, 4].

In contrast to AWGN and at fading channels, only
a few noncoherent receiver concepts are known for fre-
quency{selective channels, producing intersymbol in-
terference (ISI). In [5], adaptive linear equalization and
di�erentially coherent reception are combined. How-
ever, high performance can only be obtained for chan-
nels, whose zeros are located not too close to the unit
circle, which is often not the case in mobile communica-
tions. Especially for such channels, a scheme was pro-
posed by Masoomzadeh-Fard and Pasupathy [6]. In [6],
the current received signal sample is multiplied by the
previous complex{conjugated one like in a di�erential
detector after conversion to baseband. The resulting
nonlinear ISI is equalized by a nonlinear equalizer us-
ing past decisions, which is designed by a Volterra series
technique. Although the scheme performs signi�cantly
better than that of [5] for channels with severe ampli-
tude distortions, the loss to coherent reception may be
relatively large. Thus, there is room for further im-
provement.

In this paper, two novel noncoherent equalization
algorithms based on sequence estimation are presented
for M{ary DPSK. The organization of the paper is as
follows. After a description of the system model in Sec-
tion 2, the �rst algorithm is presented in Section 3,
which applies sequence estimation to the output signal
of a di�erential detector. Section 4 provides a deriva-
tion of the theoretically optimum noncoherent receiver,
which, however, is not suited for an implementation. A
second practical algorithm, using multiple{symbol ob-
servations for estimation of the transmitted sequence, is
constructed in Section 5 by modifying the optimum re-
ceiver. Simulation examples given in Section 6 demon-
strate the high performance of both algorithms.

2. TRANSMISSION MODEL

Fig. 1 shows a block diagram of the complex baseband
system model under consideration. M{ary PSK sym-
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generated at the transmitter by di�erential encoding of
M{ary DPSK symbols ak 2 A: bk = ak bk�1. The
discrete{time received signal, sampled at times k T at
the output of the receiver input �lter, can be written



Figure 1: Block diagram of discrete{time transmission
model.

as

rk = ej�
L�1X
�=0

h� bk�� + nk: (1)

Here, � denotes an unknown carrier phase, which is
modelled as an uniformly distributed random variable
in the interval (��; �]. fhkg is the combined discrete{
time impulse response of transmitter �lter, channel, and
receiver input �lter; its length is denoted by L. We as-
sume a square{root Nyquist frequency response for the
receiver input �lter (this includes a whitened matched
�lter [7] �tted to continuous{time transmit pulse and
channel impulse response as a special case). There-
fore, the complex Gaussian noise nk with variance �2n
is white.

In the receiver, the data sequence fakg has to be
recovered from the received sequence frkg.

3. EQUALIZATION BY SEQUENCE
ESTIMATION AFTER DIFFERENTIAL

DEMODULATION

In our �rst algorithm for noncoherent equalization, the
nonlinear decision{feedback equalizer of [6] is replaced
by a sequence estimator, which improves performance.
A block diagramof the receiver is shown in Fig. 2. First,
a signal

uk = rk r
�

k�1 = yk + zk (2)

is generated, where yk denotes the useful component
for sequence estimation, in which the unknown phase
� is eliminated,
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k�1��; (3)

and zk an equivalent noise,

zk = e�j� nk
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�=0

h�� b
�
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+nk n
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It can be shown by straightforward calculations, that zk
has zero mean and a covariance sequence
Efzk+� z

�

k g = �2z ��, where �� is the unit pulse se-
quence, i.e., �0 = 1, �� = 0; � 6= 0, and �2z denotes the

variance of zk, which is given by �2z = 2�2n
PL�1

�=0 jh�j
2

+�4n. However, fzkg is not a WGN sequence, because
in general, the probability density function (pdf) of zk

Figure 2: Receiver structure with di�erential demodu-
lation and sequence estimation.

is di�erent from a Gaussian pdf. Theoretical consider-
ations and simulations show, that the pdf strongly de-
pends on the channel and �2n. Also, in general, zk and
zi, k 6= i, are only uncorrelated but not statistically in-
dependent. Nevertheless, for the following derivations
fzkg is modelled as an i.i.d. Gaussian random sequence
in order to obtain an algorithm suited for implemen-
tation. Although sequence estimation then is subop-
timum and does not recover the maximum{likelihood
sequence, an e�cient algorithm results, as simulations
will show later.

With the identity b� b
�
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2 = 1, the useful component can be

decomposed into
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Obviously, yk depends on L consecutive symbols ak,

ak�1; : : : ; ak�(L�1). De�ning a state vector Sk
4
=�

ak�1 ak�2 : : : ak�(L�1)
�
, and a transition vector be-

tween two states Sk and Sk+1, �k
4

=
�
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�
, the useful component can be modelled as

output sequence of a �nite state machine with input
sequence fakg and state vector sequence fSkg. The
current output yk = f(�k) is uniquely determined by ak
and Sk, i.e., the state transition, with a function f(�)
according to Eq. (5), and the new state Sk+1 also results
from ak and Sk. If the output sequence was impaired by
an AWGN sequence fzkg, a maximum{likelihood esti-
mate for the input sequence could be determined similar
to the coherent case, for which the solution was given by
Forney in [7]. This means, the Viterbi algorithm (VA)
can be applied to a trellis diagram with ML�1 states
and M transitions emerging from each state for min-

imization of the metric �1
4
=
P

k

���uk � f(~�k)
���2, with

~�k
4
=
�
~ak ~ak�1 ~ak�2 : : : ~ak�(L�1)

�
, where ~ak�� denote

the trial symbols of the equalizer. The only di�erence
to the coherent case is a modi�ed function f(�), which
describes nonlinear ISI due to di�erential demodulation
instead of linear one, resulting in di�erent branch met-
rics for the VA.

In our case the noise is neither Gaussian nor i.i.d.
and also depends on the data sequence. Therefore the



described algorithm in general does not deliver the max-
imum{likelihood sequence, but promises signi�cant im-
provement compared to symbol{by{symbol detection.
This is con�rmed by the simulation results of Section
6.

For an AWGN channel, i.e., L = 1 and h0 = 1,
Eq. (5) yields yk = ak, which means, that a trellis with
only one state results, i.e., symbol{by{symbol decisions
are performed after DD. Thus, the di�erential detector
for the AWGN channel results as a special case.

Finally, it should be noted, that a similar scheme
was proposed in [8] by Safavi and Lopes for application
in DECT, in which the length of the overall impulse
response is limited to L = 2 and GMSK modulation is
applied instead of DPSK.

4. OPTIMUM NONCOHERENT
EQUALIZATION

In this section, we derive the optimum (maximum{
likelihood) noncoherent equalization algorithm for a
transmission of data blocks, during which channel im-
pulse response and phase � are assumed to be constant.
In contrast to the �rst algorithm, DD is avoided, be-
cause otherwise optimum sequence estimation is very
complex, as has been shown in Section 3.

We consider a transmission of (N +1) PSK sym-

bols b0; b1; : : : ; bN , with bk = b0
Qk

i=1 ai, 1 � k � N .
Here, b0 represents the reference phase, which can be
chosen arbitrary. In order to guarantee a known ini-
tial and �nal state of the channel, L � 1 zero sym-
bols are transmitted prior to and after the data block.
For estimation of fakg; 1 � k � N , N + L received
samples rk; 0 � k � N + L � 1, given by Eq. (1)
have to be processed, which are collected in a vector

r

4
= [r0 r1 : : : rN+L�1]. For the following, the received

signal is decomposed into rk = ej� yk + nk, where the
useful sequence fykg now is generated by di�erential
encoding of the DPSK sequence fakg and subsequent
convolution with the channel impulse response, cf. Sec-
tion 2. Also, an integer number m 2 f0; 1; : : :;MN�1g
is assigned to each of MN possible DPSK sequences
fakg. The useful sequence corresponding to the data
sequence with number m is denoted by fyk;mg.

Now, the task of an optimum equalizer is to select
that one out of all trial sequences f~akg, or equivalently
that number m, which maximizes the conditional pdf
p(rjm). This is a special case of the general problem
of deriving an optimum demodulator for signals with
random, uniformly distributed phase in additive white
Gaussian noise, for which the solution has been given
in [9], pp. 350-352. According to Eq. (4C.9) of [9], the
conditional pdf can be calculated as

p(rjm) � exp
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where I0(�) is the zeroth order modi�ed Bessel function
of the �rst kind. Instead of p(rjm), also log (p(rjm))
can be considered for maximization. This leads to the
decision rule

m̂ = argmin
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For an AWGN channel jyk;mj = 1; 8 k; m is valid, if
PSK symbols are transmitted. Then, all sequences
fyk;mg have equal energy, and the �rst term in argminf�g
in Eq. (7) can be omitted. Since log(I0(�)) is a mono-
tonically increasing function, Eq. (7) becomes equiva-
lent to

m̂ = argmax
m

(�����
N+L�1X
k=0

rk y
�

k;m

�����
)
; (8)

a result which has also been presented in [1, 10].
In the presence of ISI, di�erent useful sequences in

general also have di�erent energy, and Eq. (8) cannot
be used. However, a simpli�cation of Eq. (7) is possible,
applying the approximation log (I0(x)) � x � 2:4; x >
6, which results in a decision rule independent of �2n,
being justi�ed for moderate to high SNRs:

m̂ = argmin
m

(
N+L�1X
k=0

jyk;mj
2 � 2

�����
N+L�1X
k=0

rk y
�

k;m

�����
)
:

(9)
Notice, that the reference phase b0 has no inuence
on each of the presented rules Eq. (7), Eq. (8), and
Eq. (9), as was to be expected for noncoherent equaliza-
tion, and that recursive optimization is impossible for
each of them. Thus, metrics have to be calculated for
each possible DPSK sequence, resulting in a complex-
ity growing exponentially with N . This excludes large
blocks or continuous transmission. A further problem
is, that only much smaller phase drifts can be tolerated
than in the �rst algorithm, because a constant phase
during the whole block has been assumed. In the �rst
algorithm, the phase only has to be constant over two
consecutive intervals. Both drawbacks can be circum-
vented by modifying the optimum algorithm, as will be
shown in Section 5.

5. EQUALIZATION BY SEQUENCE
ESTIMATION USING MULTIPLE{SYMBOL

OBSERVATIONS

According to the previous section, optimum noncoher-
ent sequence estimation is di�cult to implement be-
cause its metric cannot be calculated recursively, which
prohibits application of the VA. Therefore, instead of
the metric of Eq. (9), the suboptimum version

�2(m)
4
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�=0

0
@(�+1)K�1X

k=�K

jyk;mj
2 � 2

������
(�+1)K�1X
k=�K

rk y
�

k;m

������
1
A
(10)



is considered as a �rst approach. Obviously, the re-
ceived signal is partitioned into Ns subblocks of length
K � 2, with NsK = N + L. To each of them, the
optimum metric is applied, and �nally the results are
summedup. Notice, that the optimummetric in Eq. (9)
and that of Eq. (10) deliver the same result for that
number m corresponding to the data sequence actu-
ally transmitted, if noise is absent and � is constant
for 0 � k � N + L � 1. However, further modi�ca-
tions are necessary, as can be seen, if Eq. (10) is ana-
lyzed for an AWGN transmission. Here, decisions can
be made separately for the di�erent subblocks. It is
straightforward to show, that the subblock metrics are
independent of the assumed subblock reference phases
~b�K, which means, that for any subblock � and a given
sequence f~b�K; ~b�K+1; : : :, ~b(�+1)K�1g, at least M � 1
di�erent trial sequences exist exhibiting the same met-
ric, which can be constructed by a rotation of the given
sequence by a factor of ej

2�

M
�; � 2 f1; 2; : : :; (M � 1)g.

Hence, in general, a wrong decision will be made upon
the DPSK symbols a�K corresponding to the block lim-
its. Therefore, an overlapping of consecutive subblocks
by one symbol is introduced,
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(11)
resulting in N 0

s subblocks, with N
0
s(K�1) = N+L�1.

(Notice, that this condition in general requires a slightly
di�erent block size than in the �rst approach.) Again,
detection can be done on a subblock{by{subblock basis
for the AWGN channel, in the course of which now the
last phase estimate of the currently detected subblock
b̂(�+1)(K�1) serves as a reference phase for the next sub-
block � + 1, resolving the ambiguity described above.
A comparison with [1] shows immediately, that for the
special case of an AWGN channel, the scheme is iden-
tical to MSDD and therefore can be interpreted as a
generalization of the latter to ISI channels.

In the following, it is described how the metric �02(m)
can be minimized recursively by the VA. To each sub-
block, a state vector consisting of assumed symbols

(equalizer trial symbols) is assigned, ~S�
4
=
�
~a�(K�1)

~a�(K�1)�1 : : : ~a�(K�1)�(L�2)

�
. Also, trial hypersym-
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�
are introduced. With these de�nitions, the metric in-
crements (branch metrics) in Eq. (11) only depend on
the assumed state and hypersymbol:
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where yk;m =
PL�1

�=0 h�
~bk�� and the di�erential encod-

ing rule have been used. The reference phase
~b�(K�1)�(L�1) could be eliminated in the �nal expres-
sion because of its independence of both summation
variables k and �. Hence, the total metric can be writ-

ten as �02(m) =
PN 0

s
�1

�=0 �(�; ~S� ; ~q�), where trial hy-
persymbols corresponding to di�erent subblocks can
be chosen independently. Also, the new state ~S�+1 is
uniquely determined by ~S� and ~q�. In summary, all
conditions for an application of the VA [11] are satis-
�ed. The corresponding trellis exhibits ML�1 di�erent
states ~S� for each �, i.e., the same number as for MLSE
in the coherent case [7]. (Termination e�ects in the
neighbourhood of the block limits k = 0 and k = N are
neglected.) MK�1 branches run into each state, and
also MK�1 branches emanate from each state. Thus, a
total number ofML+K�2 branches have to be processed
in each step of the VA, i.e.,ML+K�2=(K�1) branches
per decided symbol âk, and in general, a larger com-
plexity results than for coherent MLSE, which requires
processing of ML branches per symbol [7].

For a further analysis of the trellis structure, two
di�erent cases have to be distinguished:

� K > L: For each of M2L�2 allowed state pairs
( ~S� ; ~S�+1), MK�L di�erent parallel transitions
exist, because there are K � L distinct trial
symbols ~a(�+1)(K�1)�(L�1); ~a(�+1)(K�1)�L; : : :,
~a�(K�1)+1 of the hypersymbol ~q� which do not

appear in ~S�+1. Out of each set of MK�L par-
allel transitions, that one with minimum branch
metric is selected and further considered in the
VA, similar to decoding of trellis{coded modula-
tion [12].

� K � L: Each trial symbol of the hypersymbol
also appears in ~S�+1, and only one transition per
each of ML+K�2 allowed state pairs exist.

As a consequence of the applicability of the VA,
also continuous transmission can now be admitted, if a
decision delay �0 is introduced which has to be chosen
large enough [11]. Then, a hard decided hypersymbol
q̂���0 is delivered by the VA at each step �.

It should be mentioned, that for derivation of the
above algorithm, it is su�cient that the phase � is con-
stant in blocks only of length K. Therefore, it is ex-
pected, that much larger phase drifts can be tolerated
in practice than for optimum noncoherent equalization



described in Section 4. Finally, we indicate, that the al-
gorithm exhibits certain similarities to a decoding algo-
rithm for noncoherent coded modulation for the AWGN
channel, proposed by Raphaeli in [13]. Both algorithms
perform sequence estimation using multiple{symbol ob-
servations. Their major di�erences consist in trellis and
metric de�nition. Furthermore, in the approach in [13],
in general, the observations overlap in more than one
symbol. This could be also introduced here, improving
performance, but further increasing complexity.

6. SIMULATION RESULTS

For performance assessment of our two algorithms,
which in the following are denoted as DDSE (di�eren-
tial demodulation and sequence estimation) and MSSE
(multiple{symbol sequence estimation), respectively, we
�rst assume an M = 4{ary DPSK (QDPSK) transmis-
sion over a time{invariant channel with L = 2 proposed
in [6], with h0 = h2 = 0:304, h1 = 0:903. According to
Fig. 7 of [6], for binary DPSK (BDPSK), equalization
with nonlinear Volterra{based DFE requires an Eb=N0

ratio (Eb denotes the (mean) received bit energy and N0

the noise power spectral density) of 10 log10(Eb=N0) =
17 dB for this channel, if a bit error rate of BER = 10�4

is prescribed. Fig. 3 shows, that for this bit error rate,
only 14.2, 13.7 and 12.5 dB are required for DDSE,
MSSE (K = 2) and MSSE (K = 3), respectively. Tak-
ing into account that QDPSK in principle is less power
e�cient than BDPSK, a gain of at least 3 dB results
in our scenario for all three algorithms, compared to
that of [6]. Obviously, MSSE is better than DDSE irre-
spective of K, perhaps because the latter relies on less
realistic approximations. Using MSSE, a gain of 1.2
dB can be obtained, increasing K from 2 to 3, which
means, that the number of branch metric computations
is doubled (K = 2 (K = 3): 64 (128) computations per
QDPSK symbol). The complexity of MSSE (K = 2) in
general is comparable to that of DDSE. For comparison,
Fig. 3 also shows the performance of coherent MLSE [7]
applied to di�erentially encoded QPSK transmitted via
the given channel, which is about 3.1 dB better than
MSSE (K = 3) at BER = 10�4.

As a second example, we consider a �=4{shifted
QDPSK transmission, which e.g. is applied in the IS-54
(IS-136) digital cellular standard, again over a time{
invariant channel of [6] with L = 2, given by h0 =
h2 = 0:407, h1 = 0:815. Without loss of generality, the
discrete{time received signal of a �=4{shifted QDPSK
transmission over an ISI channel fhkg can �rst be multi-
plied by a factor e�jk�=4. Using straightforward manip-
ulations, it then can be shown that the scheme can be
modelled equivalently as a QDPSK transmission over
a channel with impulse response fe�jk�=4hkg. Hence,
the derived equalization algorithms for DPSK can be
directly used. Fig. 4 again shows, that MSSE is supe-
rior to DDSE. At BER = 10�4, MSSE (K = 3) is 1.8
dB better than MSSE (K = 2) and 3.4 dB worse than
coherent MLSE.

Figure 3: BER vs. Eb=N0 for QDPSK modulation and
fhkg = f0:304; 0:903;0:304g, using di�erent equaliza-
tion algorithms.

Figure 4: BER vs. Eb=N0 for �=4{shifted QDPSK mod-
ulation and fhkg = f0:407; 0:815;0:407g, using di�erent
equalization algorithms .

Next, the e�ects of an uncompensated phase drift,
caused by a demodulator frequency o�set �f which
can be modelled by multiplication of rk by e

�j2��f k T ,
are examined for the same scenario. For the results of
Fig. 5, which are valid for 10 log10(Eb=N0) = 10 dB,
the symbol interval of IS-54 (T = 41:2�s) has been as-
sumed. The proposed algorithms degrade only slightly
up to a frequency o�set �f = 500Hz, which corre-
sponds to a rotation by 7:4 � per T . Additionally, the
respective curves for an AWGN transmission have been
included in Fig. 5. In contrast to these results, a coher-
ent MLSE would degrade severely already for uncom-
pensated o�sets of a few Hz.

In a last example, the performance of the proposed
algorithms is investigated for frequency{selective fad-
ing conditions. Again, an IS-54 transmission with �=4{
shifted QDPSK and T = 41:2�s is chosen. For deriva-
tion of the discrete{time channel model, transmitter



Figure 5: BER vs. �f for �=4{shifted QDPSK
transmission over a channel with fhkg = f0:407;
0:815; 0:407g and an AWGN channel, using di�erent
equalization algorithms (10 log10(Eb=N0) = 10 dB, T =
41:2�s).

and receiver input �lters with square{root raised{cosine
frequency response with roll{o� factor 0.35 and a two{
ray Rayleigh fading channel are assumed. The second
ray of the channel is delayed by T=4 and attenuated by
3 dB with respect to the �rst ray, and the maximum
Doppler frequency is 83.3 Hz. For simplicity, only the
three main taps have been taken into account for sim-
ulations, i.e., hk = 0; k 62 f0; 1; 2g. Also, availability
of ideal channel state information in the receiver is as-
sumed. Fig. 6 shows, that MSSE (K = 3) is 1.8 dB
worse than coherent MLSE at BER = 10�3, whereas
DDSE is 3.6 dB worse.

Figure 6: BER vs. Eb=N0 for �=4{shifted QDPSK mod-
ulation and a two{ray Rayleigh fading channel, using
di�erent equalization algorithms.

7. CONCLUSIONS AND EXTENSIONS

In this paper, two noncoherent equalization algorithms
based on sequence estimation have been introduced,

which exhibit a higher performance than known tech-
niques based on symbol{by{symbol decisions. The �rst
algorithm can be interpreted as a generalization of com-
mon di�erential detection for the AWGN channel, while
the second is equivalent to multiple{symbol di�eren-
tial detection, if ISI is absent. Performance results
have been given for time{invariant and time{variant ISI
channels, assuming knowledge of the channel impulse
response at the receiver. The combination of the equal-
izers with suitable adaptation algorithms still has to be
examined. Another topic for further research is com-
plexity reduction, especially for the second algorithm.
This might be accomplished by employing decision{
feedback techniques proposed in [2, 3] in a per{survivor
fashion [14].
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